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DEEPING SOURCE

Background Our Approach AVEITE o]
Visual Object Tracking (VOT) Main idea: Sequence-Level Training (SLT) based on reinforcement learning Effect of SLT with four baseline trackers on three benchmarks

. : : . . .. . : . . o s LaSOT TrackingNet GOT-10k
Given a video v = (UO_' ...,vr) of T + 1 frames and the target state Training a model by actually tracking a target on a video and directly optimizing Method AUC(A) Pyom | AUC(A) Pxom P AO(4)  SRos SRo.7s
(e.g., bbox) [y in the first frame v, the sequence-level performance r(l). RPNy B35 51.0 60.3 63.2 783 495 580 305
| + Training objective: L(6) i= —Byr [r(1)] = +SLT | 584 (+7.4) 66.6 | 75.8(+7.6) 81.0 62.1 (+12.6) 749 490
T ' e —— Base 54.8 63.5 74.3 80.9 53.4 61.8 364
* How to minimize L(6)? WIMATN 4SIT | 574 (+2.6) 662 | 769 (+2.6) 823 625(+9.1) 754 502
. : : : , . Base 63.3 723 78.1 83.3 67.1 774 585
Compute the gradient using the REINFORCE algorithm: TrDiMP SIT | 64411 735 | 781 (+0.0) 831 675(+04) 788 587
VoL(0) = —Ejr, [r(1)Vg log pg(1)] Base 64.2 73.7 81.1 86.8 66.2 755  58.7

TransT o117 | 66.8(+2.6) 755 | 828(+1.7) 875 67.5(+1.3) 765 603

* VOT aims to sequentially predict the target states [;~ [ in the subsequent

frames v~ V7.
4 n

* For each training sequence, the gradient is approximated as follows:
VoL(0) =~ —r(1)Vglogpe(1) Comparison with SOTA trackers on LaSOT

PACNet Ocean DiIMP50 PrDiMP50 TransT STARK- STARK- SLT- SLT- SLT- SLT-
[46] [48] [2] [%] [4] STS0 [42] ST101 [42] SiamRPN++ SiamAttn TrDiMP TransT

Three components of SLT AUC (%)| 553 560 569 598 642 664 67.1 58.4 574 644 668
Pyom (%)| 628 651 643 680 737 763 77.0 66.6 662 735 755

Simulated o Comparison with SOTA trackers on TrackingNet
: : _— tracking samples Sequence-level Sequence-level | Long-term objective DiMP50 SiamFC++ MAML PrDiMP50 TransT STARK- STARK- SLT- SLT-  SLT- SLT-
* Most trackers predict the current state [; based on the previous prediction Sampling Objective 2] [41] [25] (4] [4] ST50[42] STI01 [42] SiamRPN++ SiamAttn TrDiMP TransT
SO Prorm (%)| 80.1 800 822 816 868  86.1 86.9 81.0 82.3 83.1 875

 The objective of a tracking algorithm is to maximize the sequence-level

performance r(l), where 1= (I, ...,l;) and r is a performance metric. ' Learn accurate ' , Comparison with SOTA trackers on GOT-10k
data distributi Learn dependencies ) Add.[SiamFC++ DiMP50 Ocean PrDiMP50 TransT TrDiMP STARK-  SLT- SLT- SLT- SLIT-
. oo dta distriputions e .2 4 data [41] [2] [48] [2] [4] [26] ST50[42] SiamRPN++ SiamAttn TrDiMP TransT
Typical approach: Frame-Level Training (FLT) among decisions & AO (%) 595 611 6l.1 634 662 671  68.0 62.1 625 615 675

SRo.5 (%) | - 69.5 17 1] 73.8 13.9 77.4 TET 74.9 75.4 78.8 76.5
SRo.75 (%) 47.9 492 473 54.3 58.7 585 62.3 49.0 50.2 58.7 60.3
AO (%) - 60.4 - 65.2 719  68.6 1.3 56.9 62.8 69.0 72.5

Sequence-level
Augmentation

SA

Data augmentation
in the temporal domain
(e.g., frame-interval augmentation)

1 Temporally dynamic
-E tracking scenarios

2 Ao
= N
= . =L -
R - -
— 2 " W
F N e
= ‘;
e

Target template

Analysis

Search frame

Learn how to localize the target on the Self-critical SLT Effect of SLT components Baseline: SiamRPN++
search frame independently for each pair

AN ~ : SiamRPN++
_ , V) :/\,Sé\mple e~ po(hive le-) Target Trajectory 1 = (I, ..., Iy Reward (1) Benchmark Bascline  +SS (A)  +SS+SO (A) +SS+SO+SA (A)
Disregard the sequential dependency - = = - LaSOT (AUC) 51.0 551 (+4.1) 573 (+6.3) 58.4 (+7.4)
TrackingNet (AUC) 68.2 73.5(+5.3) 75.0 (+6.8) 75.8 (+7.6)
Sampling Tracker GOT-10k (AO) 66.4 70.2 (+3.8) 73.8 (+7.4) 74.3 (+7.9)
Sample frames I — | ., — . .
with random intervaL Shared | Weights 7L() ~ —(r(1) — r1))V logpg (1) Attribute analysis on LaSOT
' ™\ ! , ' 15.0
| e S e i Gl
Argmax Tracker | 56.7 BN 5SS +50 LR: Low Resolution
tracker A RS j 1] ‘|"SS +SO +SA S;jl gutt;o;;\;lew
tracker B - , , Reward r l, 1 .2 as O IO.Il
Original Video ['y = argmax; pg(; v, U'e—1) (1) 0.0 FO: Full Occh.lsg)n
SV: Scale Variation
VC: Vi int Ch
L Reward from sampling mode Reward from mode - —

training epoch

VoL(0) ~ —(r(1) — r(1')) Vg log py(1)
Self-critical reward

Sk
=

Performance gain

tracker A
tracker B

- » - , h BC: Background Clutter
R: Rotation
| ' 7 | _ | CM: Camera Motion
| MB: Motion Blur
D: Deformation
| | PO: Partial Occlusion

[V: Illumination Variation

* To reduce the variance of gradient estimation, we adopt the self-critical sequence training (SCST).

validation performance

7 13 19

. ~ ‘ taining cpoch * Intraining time, there are two trackers sharing network parameters: a sampling tracker and an ARC IR OV BM Fo SV Ve BE & OM MB D PO IV
(b) Sequence-level self-testing (c) Loss vs. Perf. argmax tracker. Attribute
* FLT (a) does not necessarily improve actual tracking (b). * For each training step, a video is played twice independently by both trackers. Effect of sequence-level data augmentation (SA)
* Inconsistency between the loss and the perf. is often observed as in (c). * Areward from the argmax tracker is used as a baseline reward to train the sampling tracker. Method | sa | FOTIKMO o LaSOTAYe
SiamRPN++ - 66.4 63.1 60.8 51.0 50.0 50.2 48.8

. . SLT-S%amRPN++ - 73.8 67.9 65.5 57.3 3.1 54.1 52.6

What causes such inconsistency? Integration into recent trackers: SiamRPN++, SiamAttn, TrDiMP, TransT S hi P8 D78 ] %4 09 %2 A8
Testing Frame-Level Training  OQOur training method assumes the target localization is a stochastic action. Summary
 Recent trackers typically include a greedy box selection procedure, where the most confident box
1) Data Distributions Search window is Search window IS among candidates is selected. We propose a novel sequence-level training strategy for visual tracking to resolve
determined by determined by . *  We convert the greedy box selection to become stochastic. the training-testing inconsistency problem of recent trackers.
previous estimation  GT + random perturbation » Confidence scores of N candidates = a categorical distribution of N categories. Unlike existing methods, it trains a tracker by actually tracking on a video and

2) Task Objectives Retaining successful Immediate localization * Then, we reinforce the anchor selection procedure using the proposed SLT. directly optimizing a test-time performance metric.

Experiments on four representative trackers demonstrate its effectiveness in

localization over a sequence  quality in each frame * Before SLT, we pre-train the trackers using their original frame-level training methods. , , ,
learning visual tracking.




