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Background
Visual Object Tracking (VOT)
• Given a video v = 𝑣!, … , 𝑣" of 𝑇 + 1 frames and the target state 

(e.g., bbox) 𝑙! in the first frame 𝑣!,

• VOT aims to sequentially predict the target states 𝑙#~ 𝑙" in the subsequent 
frames 𝑣#~ 𝑣".

• Most trackers predict the current state 𝑙$ based on the previous prediction 
𝑙$%# and the current observation 𝑣$.

• The objective of a tracking algorithm is to maximize the sequence-level 
performance 𝑟(l), where  l = (𝑙#, … , 𝑙") and 𝑟 is a performance metric.

Typical approach: Frame-Level Training (FLT)

Motivation
Problem: training-testing inconsistency in FLT

• FLT (a) does not necessarily improve actual tracking (b). 
• Inconsistency between the loss and the perf. is often observed as in (c).

What causes such inconsistency? 

Our Approach
Main idea: Sequence-Level Training (SLT) based on reinforcement learning
• Training a model by actually tracking a target on a video and directly optimizing 

the sequence-level performance 𝑟(l).
• Training objective:
• How to minimize 𝐿(𝜃)?
• Compute the gradient using the REINFORCE algorithm:

• For each training sequence, the gradient is approximated as follows:

Three components of SLT

Self-critical SLT

• To reduce the variance of gradient estimation, we adopt the self-critical sequence training (SCST).
• In training time, there are two trackers sharing network parameters: a sampling tracker and an 

argmax tracker.
• For each training step, a video is played twice independently by both trackers.
• A reward from the argmax tracker is used as a baseline reward to train the sampling tracker.

Integration into recent trackers: SiamRPN++, SiamAttn, TrDiMP, TransT
• Our training method assumes the target localization is a stochastic action.
• Recent trackers typically include a greedy box selection procedure, where the most confident box 

among candidates is selected.
• We convert the greedy box selection to become stochastic.
• Confidence scores of 𝑁 candidates → a categorical distribution of 𝑁 categories.

• Then, we reinforce the anchor selection procedure using the proposed SLT.
• Before SLT, we pre-train the trackers using their original frame-level training methods.

Evaluation

Analysis

Effect of sequence-level data augmentation (SA)

Effect of SLT components

Attribute analysis on LaSOT

Effect of SLT with four baseline trackers on three benchmarks

Comparison with SOTA trackers on LaSOT

Comparison with SOTA trackers on TrackingNet

Comparison with SOTA trackers on GOT-10k
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Summary
• We propose a novel sequence-level training strategy for visual tracking to resolve 

the training-testing inconsistency problem of recent trackers.
• Unlike existing methods, it trains a tracker by actually tracking on a video and 

directly optimizing a test-time performance metric.
• Experiments on four representative trackers demonstrate its effectiveness in 

learning visual tracking.

Baseline: SiamRPN++
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